1 Handling two step ahead expectations

Consider a model where z; is a vector of state variables, y; is a vector of jump
variables and z; is a vector of stochastic variables. What is different here is
that two period ahead expecations of the state variables appear in the model.
We can write the model in the form

Azy + Bxy_ 1+ Cy + Dz = 0,
F\xt+2 + Fryp1 +Gry + Hey 1 + jyt+2 + Jyip1 + Ky + Lzgy1 + Mz = 0,

where the processes for the stochastic variables can be written as
2t = Nzi1 + &,

2i41 = Nz + €441,

and
Zi42 = Nzip1 + €40

We are looking for policy funcitons of the form
¢ = Pzi1+Qz
v = Rxy_1+5z.

Substitute these policy functions into the model above (repeatedly substuting
for the one and two step ahead forecasts and get the equation

0 = FPPPx;_+ FPPQz + FPQNz + Feii1 + FQNNz + FQNey i1 4+ FQeyys

+FPPxy 1+ FPQz + FQNzi + FQer11 + GPry1 + GQzy + Hry—1
—JC~' (AP 4 B) PPz, — JC~' (AP + B) PQz

—JC " (AP 4+ B)QNz — JC™' (AP + B) Qeysq

—JC ' (AQ+ D)NNz — JC~ ' (AQ + D) Neyyy — JC (AQ + D) 449
~JC Y (AP + B)Pxy_1 — JC* (AP + B) Qz

—JC' (AQ + D)Nz — JC ' (AQ + D) ey 1 + KP4

+KQz + LNz + Ley g + Mz

from the expectations part and
from the part without expectations. This last can be solved as

R = —-C ' (AP+B),
S = —-C'(AQ+ D),

but are in terms of the (yet unknown) P and @ matrices.



From the expectations equation, one can remove the expected values of the
error terms greater than ¢, since they equal zero, and get

0 = [(F-JCcta) P+ (F~JCT'B~JCT A) P+ [G = JCT' B+ K| P+ H|
+[F- fc—lA] QNNz,
v |FP+F—Jo'AP - JO'B - JO*lA] ONz,
+ [ﬁPP +FP+G—JC 'APP—JC'BP — JC~'AP — JC'B + K] Oz
+ LN+ M~ JC'DNN — Jc—le} 2

Now put together the terms in z;_; and z;. For a solution to hold for all
values of x;_1 and z;, we need

0= (F-JC 1 A) PP+(F = JCT' B~ JCT'A) P*+[G — JC ' B+ K] P+H
and
0= [ﬁ - fC*IA} QNN + [ﬁP Y F-JC'AP - JC'B - JC*lA] QN
n [ﬁPP Y FP+G—JCYAPP - JC~'BP — JC~'AP — JC'B + K] 0
+|LN + M~ JCT'DNN - JCT'DN|

Once P is known, the second equation can be solved using some character-
istics of the vec(-) operator. Write the second equation as

AQNN + BQN +CQ = D,

where the values of A to D are the parts in the appropriate brackets. Applying
the vec(-) operator to both sides of this equation gives

vec (EQNN) + vec (EQN) + vee (CN'Q) = vec (5) .
The following theorem is helpful.

Theorem 1 Let A, B, C be matrices whose dimensions are such that the prod-
uct ABC' exists. Then

vec(ABC) = (C' @ A) - vec(B).
Applying the theorem and the equation becomes
(N'N’ ® ﬁ) vec (Q) + (N’ ® E) vec (Q) + (I ® 5’) vec (Q) = vec (5) )

or

vee (Q) = [(N’N’ ®Z) + (N’@E) + (I@é)}_lvec (5) .



One only needs to put vec(Q) into the appropriate matrix form to have the
desired Q.

To find P, one needs to solve the cubic matrix polinomial. There are
a number of methods for doing this. One, that follows Uhlig’s method for
quadratic matrix equations, follows.

A cubic polynomial is of the form

AP3 —BP?-CP—-D =0,

where P is an n x n matrix such that P = WAU ™! where A is a matrix with
eigenvalues on the diagional and ¥ a matrix of the corresponding eigenvectors.
Notice that with this notation, P2 = WAV IWAP ! = WAAU~! = WA2P—!
and P3 = WAUTWAUIWAT ! = WAAAT ! = WA3U~!. The matrices A,
B, C, and D are all n x n. Construct the 3n x 3n matrices E and F as

B C D
E=(1 0 0
0 I 0
A 0O
F=]10 120
0 0 I

The solution to the generalized inverse problem is a set of 3n eigenvalues, A,
and the corresponding eigenvectors X and we write X as

X1 X2 Xpo
X =] Xo1 Xoo Xoo
X311 X3z X3

The matrix A has the eigenvalues on the diagional and we can write that as

Ay 0 O
A= 0 Ay O
0 0 As

The solution to the generalized eigenvalue problem can be written as

¢ D X1 X2 X2
0 0 Xo1 Xoz X
I 0 X311 X3z X3
0 01 Xy X2 Xo1[A, 0 0
I 0| X1 Xoo Xoo 0 Ay 0
0 I || Xs1 Xap Xuo 0 0 As

oo o~




which, written out, becomes

[ BX11 +CXo1 + DX31 BXi2+CXoo + DXz BXiz+ CXos + DX
X1 X12 X12
Xo1 Xoo Xoo

= Xo1Ay XaAy  XooAg

XziAr XzAo  X3oA3

The interesting parts of the equalities from the above matrix are

BX11+CXo1 +DX31 = AX11M
X1 = Xalh
Xo1 = XziAL.
The last two give
X1 = XsiAA
Xo1 = XaiAy

S0
BX31AA + CX31A + DX31 = AX31 A A A

and postmultiplying all this by X 3_11 gives
BX31MA X5 4+ CX31 A X5 + DX X5 = AXg A A A XG5
Defining P = X31A1X§11, one gets
BX31ATX 5 4+ CX31M X5 + D = AX5 A3 X5

or
BP?+CP+ D = AP3,

a P that solves the cubic polynomial equation.



